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1. Introduction 

Groundwater plays a significant role in the 

ecosystem, especially in arid and semi-arid 

areas (Mirzavand and Ghazavi, 2015). For 

water supply management, quantity and quality 

information are required (Dastorani et al., 

2020), especially where groundwater is the 

major source of freshwater. But the quality is 

more important than quantity, because it 

determines the type of water usage. For 

effective management of groundwater quality 

and long-term monitoring (LTM) of 

contaminated groundwater sites, it is vital to 

have number of sampling locations and 

monitoring wells at a given site (Li and Chan 

Hilton, 2005). This LTM is necessary for 

human health and environmental risk. 

However, the LTM can be expensive and time- 

consuming due to the vast number of sampling 

points and the number of elements examined at 

a given site. (Li and Chan Hilton, 2005). 

Clustering of groundwater quality sampling 

sites should significantly decrease cost and save 

the time Groundwater site sampling clustering 

is a kind of optimization that it is done by many 

researchers (Hossain et al., 2013). 

The first step in any optimization strategy is to 

divide the items into a predetermined number of 

groups. Then, items are assigned to clusters 

based on the objective function until a certain 

ending requirement is satisfied. There are 

differences between these methods in terms of 

the objective functions, reassignment 

procedures, terminating criteria, and beginning 

partitions. as opposed to hierarchical clustering  
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Spatial and temporal variations of contamination in groundwater resources, 

necessitate long-term monitoring (LTM) at a given site. In this study, 

several groundwater quality parameters (EC, SAR, TH, TDS, pH, K, Na+, 

Ca2+, Mg2+, SO42-, HCO3-, and Cl-) for 113 samples sites clustered based 

on the particle swarm optimization (PSO) algorithm to significantly 

decrease cost and save time in LTM. The optimization of the clustering 

process was carried out according to the Silhouette index. For verification 

and validation of the results, Geology, soil order, land use, hydrological 

network and, TDS maps were used. According to the results, the best 

number of clusters was 5. An acceptable agreement was obtained between 

land conditions and clusters represented by the PSO algorithm. 

Consequently, it can be inferred that the clustering of the groundwater 

quality using the PSO algorithm and the Silhouette index optimizer could 

70% decrease the number of spatio-temporal sampling in LTM.  
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methods (Abu-khalaf et al., 2013; Hossain et 

al., 2013). Similarity matrices are not stored by 

optimization techniques. Thus, storage capacity 

has no bearing on the size of the data. 

Nevertheless, optimization techniques have a 

number of drawbacks: The efficiency of 

optimization approaches is largely dependent 

on the initial partition. (i) Some algorithms 

require the number of clusters a priori. (ii) 

Certain clustering criteria are biased towards 

particular cluster forms, and will impose these 

shapes on the data. Researchers employed a 

variety of novel methods for optimization, such 

as the genetic algorithm (GA) (Mirzavand and 

Walter, 2024) and simulated annealing (SA) 

(Jha and Datta, 2013; Saruhan, 2014). Recently, 

particle swarm optimization (PSO) (Kennedy 

and Eberhart, 1995) and ant- colony 

optimization (ACO) (Dorigo et al., 1996), 

shuffled complex evolution (SCE) (Duan et al., 

1992), simplex simulated annealing (SIMPSA) 

(Cardoso et al., 1996),  differential evolution 

(DE) (Storn and Price, 1997), artificial bee 

colony optimization (ABC) (Karaboga, 2005), 

harmony search (HS) (Geem et al., 2001), 

bacterial foraging optimization (Passino, 2002), 

invasive weed optimization (Mehrabian and 

Lucas, 2006), cuckoo search (Yang and Deb, 

2010) have been successfully applied to a wide 

range of engineering and science problems 

(Mirzavand and Walter, 2024). PSO is a 

technique for computational intelligence that 

has previously been used for clustering 

(Mirzavand and Walter, 2024). PSO has been 

applied by many researchers. The proposed 

PSO-based method not only simplifies the 

computational process but also enhances the 

accuracy and cost-effectiveness of groundwater 

monitoring, providing a valuable advancement 

over previously established technique 

(Mirzavand and Walter, 2024). PSO 

computation is relatively straightforward. 

Unlike other optimization algorithms, it 

requires fewer computational resources and is 

easier to complete (Eskandari et al., 2022). PSO 

algorithm carried out by many researchers for 

optimization goals. For groundwater 

management and groundwater remediation 

optimization (Mirzavand and Walter, 2024). To 

the best of the author's knowledge, PSO hasn't 

been utilized to group groundwater quality test 

locations, though. This study's primary goal 

was to present a novel approach that uses the 

particle swarm optimization algorithm to cut 

down on the number of spatiotemporal 

samplings required for long-term groundwater 

quality monitoring. This work proposes a PSO-

based groundwater quality sample location 

clustering technique. 

2. Material and Methods  

2.1. Study area 
 

    The study area (longitude: 48° 10' to 48° 37' 

E, latitude: 32° 03' to 32° 33' N) is located in 

Dezful-Andimeshk plain aquifer, Northwest of 

Khuzestan province, Iran (Fig. 1). The Dezful-

Andimeshk plain aquifer has an area of 1778 

km2. The study area's geological formation is 

composed of the Aghajari formation (brown to 

grey, calcareous, feature-forming sandstone 

and low weathering, gypsum-veined, red marl 

and siltstone), the Bakhtiari formation 

(alternating hard of consolidated, massive, 

feature-forming conglomerate and low-

weathering cross-bedded sandstone), and low-

level pediment fan and valley terrace deposits 

(Fig. 2a). The study area's primary land use is 

farming, with the main crops grown there being 

wheat in the winter and spring and corn and 

vegetables in the summer and fall (Fig. 2b). 

Groundwater and soil TDS maps of the study 

area were shown in Fig. 2d and 2c. Summary of 

the chemical composition (EC, SAR, TH, TDS, 

pH, K, Na+ ،Ca2+ ،Mg2+ ،SO42- ،HCO3-, and Cl-

) of the groundwater samples (n = 113) from 

Dezful-Andimeshk plain aquifer were shown in 

Table 1.  The groundwater depth in the north 

part of the study area is about 88 meters and in 

the southern part is about 3 meters. In most 

parts of the aquifer (80%), the water table is 

approximately 10 meters. The distribution of 

groundwater samples was shown in Fig. 1. 

 

Fig. 1. Study area and sampling wells distribution 
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Table 1. Summary of the chemical composition of groundwater samples (n = 113) from Dezful-Andimeshk plain aquifer 

Parameters Maximum Minimum Average Standard 

deviation Ca (mg/L) 485 30.8 96.60 68.83 

Mg (mg/L) 304.8 8.28 44.56 47.113 

Na(mg/L) 749.34 8.28 117.42 152.81 

Cl(mg/L) 1117.00 17.04 152.25 216.96 

SO4(mg/L) 2463.36 10.08 226.96 324.62 

HCO3(mg/L) 388.57 134.81 232.26 55.15 

K(mg/L) 9.55 0.39 1.59 1.35 

EC(µ mho/cm) 4660 299 1166.35 893.52 

SAR(mg/L) 13.49 0.29 2.38 2.58 

TH(mg/L) 2320 149.5 427.19 341.59 

TDS(mg/L) 4127 10.43 754.21 695.73 

pH 7.9 6.6 7.28 0.22 

 

  

  
 

Fig. 2. Geology (a), Land use (b), TDS(c) and Soil order(d) maps in the study area 
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2.2. Particle Swarm Optimization Algorithm (PSO) 

 

The particle swarm optimization algorithm is a 

population-based search technique that draws 

inspiration from animal social behavior. It 

considers a particle group of N particle that is 

exploring a global optimal solution in a D-

dimension space. Vectors , 

 and  

display each particle's position, velocity, and 

ideal personal position in that order. Every 

particle's position indicates a possible way to 

solve the optimization problem. By substituting 

a solution in an established objective function, 

a solution is valued. Each particle's velocity is 

indicated by the distance it travels in each 

dimension of the search space. The vector of the 

optimal personal position for each particle 

indicates the optimal position that it has visited.

 is a vector that 

represents the optimal global point that the 

entire particle swarm population has visited. 

Eq. (1), (2), and Fig. 3 update a particle's 

position and velocity, which establishes its 

situation. 
 

 

(1) 

(2) 

 

In this context and  represent the 

velocity of particle i at iteration t and t+1, 

respectively. while
  

and 1t

iX +  denote the 

position of particle i in iteration t and t+1. The 

term  refere to the best previous position 

of particle i in iteration t, and  represent 

the best position among all particles at iteration 

t. Constants and  are positive values, 

and are random numbers between 0 and 1 

and   is the inertia weight. The inertia weight 

is adjusted using Taguchi parameter tuning.  

 
Fig. 3. Update the particle position 

2.3. Combination of K-means clustering method and 

PSO 

 

K-means is a basic and widely used 

unsupervised learning algorithm. It works by 

dividing a data set into a predetermined number 

of clusters (K clusters). To start, K centroids are 

selected, and their placement is crucial because 

different initial positions can lead to varying 

outcomes. Therefore, it is ideal to position the 

centroids as far apart as possible. The algorithm 

then assigns each data point to the nearest 

centroid. Once all points have been assigned, 

the initial grouping is complete. Next, the 

centroids are recalculated as the center points of 

the newly formed clusters. The process is 

repeated, reassigning data points to the closest 

updated centroids. This iterative cycle 

continues, causing the centroids to shift until 

their positions stabilize and no further 

movement occurs (Kuri-Morales and 

Rodriguez-Erazo, 2009). 

In general, finding the centroid in a clustering 

algorithm involves first generating a random 

initial partition of the data into 𝑘 non-empty 

clusters. Then, the mean vectors for each cluster 

are calculated to determine the centroids, and 

objects are assigned to the nearest centroid 

(Hatamlou, 2012). The algorithm continues by 

repeatedly calculating the mean vectors to 

update the cluster centroids and assigning 

objects to the corresponding clusters. This 

process repeats until the stopping criterion is 

met. The aim of the algorithm is to minimize an 

objective function, which is computed as 

follows: 

An objective function is formulated using a 

Streamlined Silhouette Criterion Average 

(SSCA) (Hruschka et al., 2006; Covoes and 

Hruschka, 201). The silhouette criterion 

measures how well each object fits within its 

own cluster compared to objects in nearby 

clusters. This measure of proximity ranges from 

+1 to -1. A value of +1 indicates that an object 
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is far from any other clusters, while a value of 

0 suggests the object is equally distant from 

neighboring clusters. A score of -1 indicates 

that the object has been incorrectly assigned to 

its cluster. Thus, the average silhouette value 

provides an indication of the overall separation 

between clusters. The Silhouette index for the 

ith observation in the kth cluster is calculated 

using Eq. 3: 

, ,

,

, ,( , )

i k i k

i k

i k i k

b a
s

Max b a

−
=

             
  (3( 

                                                                                                              

This index yields reliable K-means clustering 

results without requiring a predefined cluster 

structure (Handl et al., 2005).  In this context, 

,i ka represents the average distance between 

observation i and the remaining (nk -1) 

observations within the same kth cluster. The 

value ,i kb denotes the minimum average 

distance between observation i and all other 

observations in the nearest neighboring cluster, 

excluding the kth cluster. In this study, the 

Euclidean distance was used to calculate these 

values. As a result, the most effective clustering 

method is the one that allows the user to 

maximize the SSAC, as calculated in the 

following manner (Brida et al., 2012):  

2 1

1 1
max SSCA ( , )

knk

k ik

s i k
k n= =

=                                                                                                               

(4( 

The K-means algorithm has two key 

limitations: it can get stuck with suboptimal 

centroids, and it requires the user to specify the 

number of clusters (k) before starting. 

However, PSO-based clustering helps mitigate 

these issues. By updating position and velocity, 

PSO can identify the best particle, which allows 

the algorithm to select more suitable initial 

centroids. This reduces the likelihood of the 

algorithm getting stuck at suboptimal solutions. 

A further advantage of PSO is that it often 

identifies fewer clusters when using K-means 

within a set of k centroids. This leads to at least 

one cluster being more distant from the others, 

enabling the optimization process to focus on 

the best, most promising solutions, even if it 

results in a reduction of k. 

2.4. Implementation of Hybrid K-means with PSO 

The proposed hybrid algorithm combines 

Particle Swarm Optimization (PSO) with the K-

means clustering algorithm to optimize the 

clustering process. The following steps outline 

the algorithm's implementation: 

Step 1: Initialization of the Particle Population 

- The process starts by randomly initializing the 

positions of the particles, where each particle 

represents a potential solution. 

- Each particle’s position corresponds to a set 

of cluster centroids.  

-The number of particles in the swarm and the 

number of clusters (K) are predefined. The 

velocity of each particle is also initialized 

randomly. 

1

2

......

nParticle

particle

particle
population

particle

 
 
 =
 
 
 

                                                                                                                

(5) 

Where:

 1 2, ,..i KParticle Center Center Center= ,

1,2,...,i nParticle= , and K is the number of 

clusters. 

Step2: K-means Assignment 

Each particle’s position (i.e., the centroids) is 

used to assign each data point in the dataset to 

the nearest centroid, following the K-means 

approach. The objective is to minimize the 

intra-cluster distance, which is calculated using 

the Euclidean distance between data points and 

centroids. The objective function is calculated 

for each particle as follows: 

Step 2-1: 1=i  

Step 2-2: ,,,..,1 Kk = , 

Step 2-2-1: If kicluster =)( , 

Step 2-2-1-1: ;0)( =ia , 

Step 2-2-1-2: for all samples in the cluster (i), 

Step 2-2-1-3: Calculate the distances between 

the  
thi  sample and 

thi  samples, then update 

the objective function by adding the calculated 

distance to the value of the objective function.  


=

 −+=
d

j

j

i

j

i YYiaia
1

2)()()(

                                                                          
(6) 

          End 

Else 

Step 2-2-2: ;0),( =kib  

Step 2-2-3: for all samples in the cluster (k) 
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Step 2-2-3-1: calculate the distances between 

the  
thi  sample and 

thi  samples, then add the 

value of ),( kib  with the distance calculated 

below: 

KiYYkibkib
d

j

j

i

j

i ,...2,1,)(),(),(
1

2 =−+= 
=



                                              

(7) 

End 

    End 

Step 2-3: Calculate the silhouette index: 

, ,

, ,

( , )
( , )

i k i k

i k i k

b a
s i k

Max b a

−
=                                                     

(8) 
End 

Step 2-4: Get the SSCA:  

2 1

1 1
S ( , )

knk

k ik

s i k
k n= =

=                                                                                    

(9) 
Step3: Objective Function Evaluation 

After the assignment, the objective function 

(e.g., sum of squared errors or another distance-

based metric) is computed for each particle. 

Additionally, the Silhouette index is calculated 

to assess cluster cohesion and separation, 

ensuring clusters are well-defined and distinct. 

Step 4 - Loop 1: Update Personal and Global 

Bests 

The velocity and position of each particle are 

calculated using equations (1) and (2). These 

equations are utilized to update the velocity and 

position of the particles during each iteration. 

Step 4 - Loop 2: Particle Evaluation 

Once the positions of the particles have been 

updated, the cost for each particle must be 

computed in Step 2. 

Step 4 - Loop 3: Update Personal and Global 

Best Positions 

If the current cost of a particle is lower than its 

previous cost, this position is recorded as pBest. 

Identify the particle with the best cost among all 

particles. If this current cost is better than the 

previous gBest value, then the position of this 

particle becomes the new gBest. Otherwise, the 

last recorded pBest and gBest remain as the best 

personal and global positions, respectively. In 

other words, If (f (xi) < f (pi)), then update the 

particle’s best known position to (pi ← xi), and 

If (f (pi) < f (g)), then update the swarm’s best 

known position to (g ← pi).  

Step 4 - Loop 4: Check the Number of Iterations 

Evaluate the number of iterations. If the 

maximum number of iterations has been 

reached, the process will stop. If not, return to 

Step 4 - Loop 1. The flowchart illustrating the 

proposed hybrid algorithm is shown in Fig. 4. 

Step 5: Velocity and Position Update 

The velocity and position of each particle are 

updated using the PSO update equation: 

t 1 t t t t t

i i 1 1 i i 2 2 i

t 1 t t 1

i i i

v wv c r (p x ) c r (g x )

x x v

+

+ +

= + − + −

= +
 

Here, vi is the velocity, xi is the position, pi is 

the personal best, and g is the global best. 

Constants w, c1, and c2 are parameters 

controlling the algorithm’s balance between 

exploration and exploitation. 

Step 6: Local Search with K-means 

After updating the positions, a local search is 

performed using the K-means algorithm. The 

PSO provides better initial centroids, reducing 

the likelihood of K-means getting stuck in 

suboptimal solutions. This step accelerates 

convergence by refining the clusters. 

Step 7: Iteration and Termination 

The process iterates, updating particle 

velocities and positions until a stopping 

criterion is met (e.g., a maximum number of 

iterations or convergence of the objective 

function). Once the algorithm converges, the 

global best particle’s position provides the 

optimal clustering solution. This hybrid 

approach benefits from PSO's global search 

capabilities, which help overcome K-means' 

sensitivity to initial centroids, while K-means 

contributes to faster local optimization. 

 

  

 
 

 



                                                                                            Mirzavand, M. et al., / Sustainable Earth Trends     5(1)  2025    1-12                                                                                          7                                                                                                 

 

Fig. 4. Flowchart of proposed hybrid algorithm 

 

3. Results and discussion 
 

     After different runs with different number of 

iterations, the optimal response for each cluster 

is obtained in Table 2:   

3-1. Optimal number of clusters  

 

The results indicate that the minimum value of 

the cost function ranges from 14.44 for 2 

clusters to 8.73 for 7 clusters (Table 2). While 

increasing the number of clusters continues to 

reduce the best cost value, leading to improved 

outcomes, it is important to balance this with 

clustering principles. Specifically, both 

separation criteria (cost function) and cohesion 

must be considered to ensure meaningful 

cluster analysis (Khoshnevisan et al., 2014). In 

this research, silhouette analysis was employed 

to assess the level of cohesion. The number of 

clusters can be increased as long as the 

silhouette value does not decrease (Nourani et 

al., 2012). According to the findings presented 

in Table 3, a reverse trend in the silhouette 

criterion was noted between 5 and 6 clusters in 

this case study. As a result, the optimal number 

of clusters is determined to be 5. Since the same 

situation occurred between cluster 2 and 3, we 

can stop the process.  However, the best cost 

amount obtains from the 2 clusters do not 

satisfy the problem and that is why we continue 

the process until receiving more reasonable 

responses.  

Table 2. Optimal response for each cluster 

Number of 

Cluster 
itt 

Silhouette 

index 
Best Cost 

2 300 0.75 14.44 

3 1000 0.72 12.29 

4 1000 0.72 11.61 
5 1000 0.73 10.68 

6 300 0.65 9.31 
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Table 3. Overall clustering results 

Number of clusters 2 3 4 5 6 7 

Best cost 14.44 12.29 11.61 10.68 9.31 8.73 

Silhouette 0.75 0.72 0.72 0.73 0.65 0.65 

Fig. 5 presents the multidimensional scaling 

and clustering behaviors for different clustering 

methods, ranging from two to five clusters. The 

visual representation helps to illustrate how the 

PSO algorithm clusters the sampling wells 

based on groundwater quality data, 

emphasizing the progressive refinement in 

cluster separation as the number of clusters 

increases. The silhouette scores across the 

different clustering scenarios offer a measure of 

how well the samples fit within their respective 

clusters, with five clusters being the most 

optimal. The silhouette index is highest for the 

two-cluster method but drops for larger 

numbers of clusters, stabilizing around five 

clusters. This visualization underscores the 

balance between cluster cohesion and 

separation, a key factor in determining the 

optimal number of clusters. 
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Fig. 5A1-2, B1-2, C1-2, D1-2, E1-2. Multidimensional Scaling and Clustering Behaviors of Groundwater Quality Samples Using PSO Algorithm with 

Silhouette Method for Two to Six Clusters. A1-A2: Results of two clusters, showing the initial division of groundwater sampling sites, 
where a high silhouette index indicates a clear separation between the two clusters, B1-B2: Results of three clusters, illustrating an 

additional separation that further refines the distinction between regions with different groundwater qualities, C1-C2: Results of four 

clusters, continuing to break down the study area into more defined zones based on water quality parameters, D1-D2: Results of five 
clusters, where the clustering reaches optimal separation, as indicated by the silhouette index, highlighting regions of higher groundwater 

contamination and distinct water quality characteristics, and E1-E2: Results of six clusters, which show a decline in silhouette index, 
indicating over-clustering, with diminishing returns in the separation and interpretation of clusters. 

Fig. 6 provides a spatial zonation of the 

clustered sampling wells. Each of the 

subfigures (a-e) represents the proposed 

clustered zonation for methods with different 

cluster counts. These zonations show how the 

sampling locations are divided across the study 

area, and the clustering reflects the variations in 

groundwater quality influenced by factors like 

geology, land use, and hydrological networks. 

For example, the figure reveals how the 

southeast region of the study area (with high 

TDS levels influenced by the Kohnak River) is 

consistently separated from other zones. As the 

clustering progresses from two to five clusters, 
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the spatial patterns become more distinct, and 

the distribution of sampling wells more 

accurately reflects the underlying groundwater 

quality variations. The combination of Figs. 5 

and 6 highlights the robustness and accuracy of 

using PSO and the Silhouette method to 

optimize groundwater monitoring efforts by 

reducing the number of sampling wells without 

compromising the spatial and qualitative 

representation of groundwater conditions. 

  

  

 

Fig. 6a, b ,c, d, e. Sampling wells clustered zonation proposed using the PSO algorithm and  the Silhouette method for first to five methods 

respectively. a: Zonation of two clusters, representing the broadest distinction in groundwater quality distribution, b: Zonation of three 

clusters, providing more refined spatial clustering based on groundwater quality, c: Zonation of four clusters, further dividing the study area 
into zones that reflect additional groundwater quality characteristics, d: Zonation of five clusters, showing the optimal clustering result, 

which aligns closely with land use, geology, and hydrological factors, and e: Zonation of six clusters, where over-clustering starts to emerge, 
with a lower silhouette index. 
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3.2. clusters and land condition 

  

Groundwater flowing beneath the Earth's 

surface can experience both physical and 

chemical alterations, which may result from 

natural processes or human activities. In this 

study parameters such as Geology, Soil, Land 

use and Hydrological network were used to 

changes in groundwater quality (Clark, 2015) 

will be investigated and assessing the accuracy 

of PSO algorithm for clustering of groundwater 

quality. So, we assessed the land use, geology, 

Soil orders (Fig. 6) and hydrological network 

(Fig. 1) in the study area. According to results, 

the main geological formation in the study area 

is Quaternary deposits, so this parameter is 

same in most parts of the aquifer and this 

parameter could not make difference in 

clustering results.  

 Soil order is also Inceptisols in most parts of 

the plain. Likewise, Land use is farmland in 

most parts of the study area, but it changes to 

pasture and dry land in southeast. So, this 

parameter should make change in water quality. 

So, at first sight, the groundwater quality in 

pasture land area should be better than farm 

land area (due to fertilizer and pesticide), but in 

this study, TDS in this part (Fig. 2c) is more 

than farmland area. The main cause of this 

change is likely the Kohnak River. The Kohnak 

River as the main hydrological network of 

south-east of the study area, passes from 

Gachsaran formation (rock salts such as Halite, 

Anhydrite, Red to Gray marls) and inject the 

natural salts to the aquifer (groundwater table in 

this area is around 10 meter). So, groundwater 

quality in these parts of the aquifer should be 

lower than other parts of the aquifer.  It should 

be noted that, Karkheh and Dez dams are in the 

Northwest and Northeast of the aquifer and 

water that discharge from these big dams has 

good quality and recharge the Dezful-

Andimeshk plain aquifer. So, According to the 

TDS map (Fig. 2c) and optimization methods 

(Figs. 4 to 6) and clustering maps (Fig 6.a,b,c,d,e), 

the best number of cluster is 5.   
 

4. Conclusion 
 

   In this study, a groundwater quality samples 

were clustered based on the PSO algorithm. 

The optimization of the clustering process 

carried out according to the Silhouette index. In 

line with the principles of clustering analysis, 

both separation criteria (cost function) and 

cohesion should be considered. In this study, 

silhouette analysis is used to evaluate the level 

of cohesion. According to the results, the 

optimal number of clusters is 5.  For 

verification the results of clustering, we used 

some of the natural factors or human activities 

(such as geology, soil order, land use, 

hydrological network and TDS maps). Based 

on the results of the verification, in the study 

area, the number of clusters considered for 

clustering of the groundwater quality was 

confirmed. Consequently, it can be concluded 

that clustering groundwater quality samples 

using the PSO algorithm and Silhouette index 

optimizer yields acceptable results. Using this 

method, we can decrease the number of 

sampling locations and consequently, we can 

significantly decrease the costs, save the time 

and increase the accuracy of the data analyze in 

the assessment of the groundwater quality 

programs.   
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